Part 2


Network and Protocols


Introduction


The Rapporteur Group was established at the meeting of Working Party 10-11R in March 1996 and was charged with the following tasks:


1.	to analyse existing proposals on networks and protocols;


2.	to prepare a list of requirements for the application of this new technology within television production facilities;


3.	to establish a neutral world wide forum where various parties concerned may present their views and co-operate in the selection of a single bit rate reduction scheme and file format for the use in television production or, if this is not achievable, in the selection of a restricted number of system options together with defined gateways which allow transparent interaction between them.


In its 1st Report in April 1997, the Rapporteur Group has reported on the proceedings of the EBU-SMPTE Task Force on „Harmonised Standards for the exchange of television programmes as bit streams“ which has been set up as an international platform to deal with the above questions. 


This Report mainly addressed points 1 and 2.


Following the first Report in April 1997, the Task Force has met 7 times with a participation in excess of 50 members at each meeting, composed of representatives from international broadcast organisations and key IT and broadcast industry. 


This 2nd Report / Part 1, as submitted for consideration to the ITU-R WP 10-11R responds to point 3 of the above listed tasks and focuses on the findings of that Group in the areas of network and protocols for networked television production and post-production. 


Network and Protocols


With the increasing use of systems applying packetisation to Video, Audio and Data, interoperability, or simply data exchange in the form of files and streams between different systems, is a strong requirement. 


The Sub-Group on Networks and Transfer Protocols of the JTF recommends a Reference architecture (RA) for asset transfers to meet the demand for interoperability. The RA recommends interfaces as well as file transfer protocols, protocols for real-time streaming of video, audio and data, and methods for file system access. Existing standards are recommended if available and areas requiring future developments and standardisation are shown.


1.1	File Transfer versus Streaming


These differing services are defined in greater detail elsewhere (see below) but can be distinguished as follows: file transfer involves the moving or copying of a file with the dominant requirement that the result at the destination is an exact bit-for-bit replica of the original; resending of parts of the file initially found to suffer errors will be used to achieve this; although the transfer may be often required to take place at high speed, there will be no demand that it should take place at a steady rate or be otherwise synchronized to any external event or process.


The dominant requirement of streaming, on the other hand, is that it must take place at a steady rate to allow it to be synchronous to external processes or devices, which may include synchronization to real time. To achieve this, although techniques such as forward error correction may be employed, any remaining errors discovered at the destination will not be allowed to cause the resending of any parts of the streamed data, since this would interrupt the steady flow.


1.2	Quality of Service Considerations


Figure 1 illustrates the domain in which the RA is applied. 
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Figure 1


Interoperability domains


						


1.4	Glossary of Terms


(this glossary assumes a knowledge of the OSI protocol stack concept)


IP (Internet Protocol)


IP is a protocol for routing data between computer networks over the Internet, using a special numbering scheme. The numbering is administered by a registration authority such that a designated host computer on each network has a globally-unique number, known as an IP number, available for non-ambiguous addressing. Computers connected to the network as clients may also use IP numbers for local addressing, but they will not be and do not need to be globally unique.


The terms “IP transfer” and “IP streaming” may also be encountered. These terms imply the use of a complete software-based protocol stack of which IP is only one layer, because higher-level protocols (see below) will be needed for the transfer or streaming to take place, IP being only the addressing component. This form of transfer is in contrast to hardware-based methods, which bypass processing of protocols to achieve higher transfer speeds.


TCP (Transport Control Protocol)


TCP is a communications protocol that provides reliable transfer of data. It is responsible for assembling data from higher level applications into standard packets and ensuring the data is transferred correctly.


UDP (User Datagram Protocol)


The Datagram Protocol is a connection-less oriented protocol, meaning it does not provide for the retransmission of datagrams. UDP is not very reliable, but does have particular purposes. If the applications that use UDP have reliability checking, the shortcomings of UDP can be overcome.


XTP (Express Transport Protocol)


The Express Transport Protocol in a single protocol provides all the classic functionality of TCP, UDP plus new services such as transport multicast, multicast group management, transport layer priorities , rate and burst control and selectable error flow control mechanisms.


FTP (File Transfer Protocol)


The File Transfer Protocol enables one or more files on one system to be copied to another system. The FTP protocols provides for remote machine access and user access permission. 


NFS (Network File System)


The Network File Server is a set of protocols developed by Sun Microsystems o transparently enable multiple machines to access each other´s directories. They accomplish this by using a distributed file system scheme. NFS systems are common in large corporate environments which use UNIX workstations.


3	File Transfer Methods 


File transfer entails the asynchronous, error free, transfer of assets, either point-to-point or point-to-multipoint. In some applications, it may be necessary to specify QoS parameters for the transfer (e.g. a specified maximum bitrate to avoid network congestion).


Four methods of file transfer are considered in this document: 


Universal FTP (based on TCP/IP) 


Point-to-Multipoint transfers using an extended transfer protocol (XTP)


Fast file transfer (methods using hardware or lightweight software protocols over Fibre Channel, ATM and other transports ) 


An enhanced version of FTP (FTP+)


Further to that, a file system access (NFS) and a method to initiate the file transfer is specified. 
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Figure 2: 


File transfer/ Access Application Spaces


4	Content Streaming Methods 


A stream is defined as the delivery of material (audio, video, metadata and ancillary data) from a source to one or more destinations, such that there is a real-time relationship between the delivery rate of the signal form and the presentation of the signal form.


An important characteristic of a streamed asset is the bounded quality of the received signal(Note1) The received quality is directly related to the QoS of the link and any forward error correction.  Isochronous and synchronous links are often required to support streaming. 


Streaming examples are:


IP Streaming, IP-TV


ATM over a variety of physical layers


SDI/SDTI(Note2) 


Fibre Channel


IEEE 1394, 


AES/EBU 


T1, T3, E1, E3, ISDN, 


Sync Serial Interface (studio to transmitter link), ASI


DTV, DVB , Sat


Figure 3 maps various application spaces to streaming technology. 
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Figure 3 


4	Recommended Transport Systems


4.1	SDTI-Serial data transport interface ( See ANNEXES 1,2 )


Based on the existing and widely used SDI interface (standardized by ITU-R BT.656 and SMPTE 259M) an additional layer above SDI has been defined to enable the transport of packetized data instead of normal 4:2:2 video as defined in ITU-R BT.601. This layer is called SDTI and has been standardized as SMPTE 305M.


SDTI is defined as an universal transport layer which describes in detail the packetization and basic signalling structure for the data to be transported. The use of the underlying SDI interface determines SDTI's technical capabilities, for example:


SDI is a unidirectional interface; therefore SDTI is a unidirectional transport system. Re-sends of corrupted data require an additional data path. The RA recommends that file transfers therefore should be done by means of the interfaces described in Part B of the RA.


SDI is a point-to-point interface and defines bit rate (270/360 Mbit/s), jitter, delay and loss, which apply directly to the SDTI layer. To overcome the point-to-point restrictions, addressing capabilities are embedded in the SDTI header. Improved bit error rates will require additional schemes which are not part of the SDTI standard. 


SDI is a synchronous interface; therefore SDTI payloads can easily be synchronised to the TV environment. This capability makes SDTI recommended for use in studio applications for streaming Audio/Video/Data in real-time and faster-than-realtime.


Each unique application which uses SDTI as a transport requires additional documentation. The following diagram shows the recommended layered structure for applications using SDTI as a transport system and gives an example showing how the SDTI transport system is used for DV streaming. 
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4.2	ATM 


ATM is a network technology for use in local and wide area applications, accommodating a wide range of QoS requirements for transport of data, voice and video traffic over a common network infrastructure. Payload data is encapsulated in 53 byte containers (ATM cells). Each cell contains a destination address and can be multiplexed asynchronously over a link (unlike synchronous transfer mode).


Data is encapsulated into ATM cells using protocols called ATM Adaptation Layers (AALs). Each AAL is defined for a particular combination of requirements, bit rate (constant or variable) and connection type (connection oriented or connectionless). The following ATM adaptation layers have been defined:


AAL1: CBR (Constant Bit Rate): Widely used for circuit emulation, high quality video and voice).


AAL2: VBR (Variable Bit Rate) with timing:  Allows partially filled cells. Not widely used.


AAL3/4: VBR with no timing, connectionless or connection-oriented: Not widely used.


AAL5: VBR with no timing, connection-oriented (higher throughput than AAL 3/4) - Widely used for IP.


Connections through ATM networks (virtual circuits - VCs) can be pre-configured (Permanent Virtual Circuits – PVCs) or established on demand (Switched Virtual Circuits –SVCs) using standard protocols. A Quality of Service “contract” for each VC defines parameters such as cell delay variation (CDV - jitter), peak cell rate (PCR) and sustained cell rate (SCR). Specific sets of QoS parameters are implicit in the following classes:


Class A: CBR, Connection-oriented, Timing (e.g. T1/E1 circuit emulation, voice, high quality video)


Class B: VBR-RT, Connection-oriented, Timing (e.g. VBR video or audio)


Class C: VBR-NRT, Connection-oriented, No Timing (e.g. X.25, FR)


Class D: VBR-NRT, Connectionless, no Timing (e.g. SMDS)


Class X: UBR, Connection-oriented, no Timing (e.g. “bursty, best effort IP”)


Class Y: ABR, Connection-oriented, no Timing (e.g. “flow-controlled IP”)


4.2.1	Classical IP over ATM    


ATM may be used to support IP networking by using one of the following protocols:


classical IP over ATM (RFC1577)


LAN emulation (LANE) (ATM Forum 94-0035)


Multiprotocol over ATM (MPOA) (ATM Forum 96-0465)


4.2.2	Fast File Transfer with ATM 


ATM allows fast file transfers by direct mapping of the file format/wrapper into the relevant ATM adaptation layer. 


ATM AAL5 according to UNI 4.0 provides transparent transfer functionalities. The direct mapping of the file format/wrapper into AAL5 needs to be specified. 


In order to allow predictable transfer time the set up of the following QoS parameters are necessary:


Bandwidth


VBR or CBR


Connectionless or connection oriented transfer


4.2.3	Streaming over ATM


ATM is not synchronous compared to the video delivery rate and switching between streams is asynchronous. Synchronization of streams over ATM requires timing references to be embedded within the stream..


Synchronization may be supported using one of the four currently standardized ATM Adaptation Layers (AAL): AAL1, AAL2, AAL3/4 and AAL5 as defined above.  ATM signalling is supported using ITU-T Q.2931 or ATM Forum UNI3.1.  Standards for video transport exist for AAL1 and AAL5 and are defined in ITU-T J82 and ATM Forum AMS VOD1.1.  These define the delivery of compressed video and audio such as defined in ITU-T H.262 (MPEG-2) supporting CBR and VBR MPEG.


4.3	Fibre Channel


Fibre Channel is a high-performance, moderate-cost network that is well-suited to broadcast applications.  It has been accepted as the high-performance computer peripheral interconnect. It is also being used as a building/campus-wide high-speed network.


In broadcast applications, Fibre Channel is being used by video disk recorder vendors as a studio packet network and for shared storage attachment.


Commonly available Fibre Channel links (1 Gbit/s gross) support raw payload rates of about 800 Mbit/s.  With the proposed Fast Fibre Channel transfer protocol, a net bit rate of up to 760 Mbit/s can be achieved. However, conventional transfers using IP can also be achieved over Fibre Channel.


The Fibre Channel stack can use SCSI/FCP commands. The use of SCSI to both control and move data enables hardware to implement the transactions.


Fibre Channel supports connection-oriented datagram and fractional bandwidth (e.g. managed QoS) services.


Fibre Channel solutions are limited to local area transfers and an FC/SCSI based solution will not be as flexible as one based on IP routing, but has the advantage of higher performance.  Fibre Channel offers limited WAN functionality.


4.3.1	Standards for Fibre Channel


Fibre Channel is defined by the following base standards generated by the ANSI X3T11 committee:


FC-PH (X3.230-1994) covering the basic interface,


FC-PH-2 (X3:297-1997) that extends the basic network with:


a Class 3 multicast model (datagram service),


a fractional bandwidth service (Class 4).


FC-AL (X3:272-1996) that defines the basic arbitrated loop model,


FC-LE (X3:287-1996) describing part of IP on FC models and FC-FCP (X3:269-1996) that describes SCSI-3 encapsulation on FCS.


Other work of interest includes:


FC-PH-3 (X3:303-199x): further enhancements to the basic interface including:


higher bandwidth links,


Note: The SCSI features used with FC do not include the SCSI physical layer as is typically used for disc drive connect. The SCSI layer used with FC only includes the command and transaction flow portions.  


a multicast service for Class 1 (a connection based service),


FC-AL-2 (Project 1133-D), enhancements for arbitrated loops.


Work is underway on protocols and other extensions for audio-video applications in FC-AV (Project 1237-D).


4.3.2	File Transfers over Fibre Channel


FTP, XTP and FTP+ file transfers are based on the software stack of IP. This leads to limitations in terms of transfer speed. For very fast transfers, therefore, transport protocols implemented in hardware are required.  Fibre Channel and ATM are examples of this.


4.3.3	Classical IP over Fibre Channel


Fibre Channel may carry classical IP over its FC-4 layer according to ANSI XXXX. In this case Fibre Channels can be used for FTP transfers that use IP.


4.3.4	Fast File Transfer over Fibre Channel


Fast File Transfer with Fibre Channel should follow the rules defined in the Fibre Channel Audio/Video (FC-AV) Standard XXXX presently under development by the FC A/V group. To allow a predictable transfer time, fractional bandwidth capabilities must be available from Fibre Channel component suppliers and implementers.


4.3.5	Streaming over Fibre Channel


The Fibre Channel System (FCS) is designed for asynchronous transport but can also support synchronous transport by embedding timing references within the stream and using FCS Class-4 (fractional bandwidth) - see section 2.3.x.1 above.


4.4	IEEE 1394-1955 High Performance Serial Bus („Firewire“)


The capabilities of the IEEE 1394 bus are sufficient to support a variety of digital audio/video applications, such as consumer audio/video device control and signal routing, nonlinear DV editing, and 32-channel (or more) digital audio mixing in a desktop environment. Specific provision is made for transport of time critical data on a “best effort” basis.


The physical topology of  IEEE 1394 is a tree or daisy-chain network with up to to 63 devices, which need not include a PC or other dedicated bus manager.


Devices act as signal repeaters and physical connections between nodes are made with a single cable that carries power and balanced data in each direction. The base data rate for the IEEE 1394 cable environment is 98.304 Mbit/s,  with signalling rates of 196.608 Mbit/sec (2X) and 393.216 Mbit/s (4X) defined. IEEE1394b will extend this range to 786.432, 1572.864, 3145.728 Mbit/s using 8b10b encoding.


Any change in network configuration triggers a reset which will remap the network, allocate a cycle master  and reserve bandwidth for isochronous (streamed) data transport.


IEEE 1394 implements the request-response protocol required to conform to the ISO/IEC 13213:1994 [ANSI/IEEE Std 1212, 1994 Edition] standard Control and Status Register (CSR) Architecture for Microcomputer Buses (read, write and lock). Conformance to ISO/IEC 13213:1994 minimizes the amount of circuitry required by 1394 ICs to interconnect with standard parallel buses. 


NOTE: Implementation of this is presently not available


5	Bridging and Tunneling 


Bridging is the transfer of data between different interfaces such as Fibre Channel payloads to ATM payloads (often needed between LAN and WAN). 


Tunneling is a way to transport a complete interface data-structure, including payload, through another interface, for example, SDTI through ATM or Fibre Channel. 


Both methods are discussed in the Reference Architecture Document Part C on streaming.


6	Control networks based on RS422 and Ethernet


Dedicated control networks using RS-422 or Ethernet have been in use in broadcast since the late 1970’s. They are of value when the control  signals are not compatible with network technology or where there is a particular System Management requirement for their use.


The most common applications are:


Machine control bus - ESbus - see SMPTE EG29 for overview and list of standards


Remote control LAN - ESlan - see SMPTE EG30 for overview and list of standards


Status Monitoring and Diagnostics Protocol - SMDP - see SMPTE 273M-1995
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ANNEX 1


DRAFT NEW RECOMMENDATION


TRANSPORT INTERFACES TO BE USED IN NETWORKED TELEVISION PRODUCTION(Note 1)





The ITU Radiocommunication Assembly,


considering


that an ITU-R Draft New Recommendation on the „Use of Compression in Television Production“ already exists;


that maintaining video signals in compressed form as far as possible throughout the production and post-production process offers the potential of increased operating efficiency;


that programme data composed of audio, compressed video and metadata should be streamed in a single container;


that a transport mechanism must be established which allows point-to-point and point-to-multipoint routing of these data through a digital production and post-production chain;


e)	that the transport should allow synchrnous data transfer to alleviate absolute and relative timing between programme data 


f)  that the transport mechanism should allow non-realtime transfer of programme data;


g) that such a transport should be based on SDI for cost-effective migration from conventional digital to networked production; 


h) that working Groups within SMPTE and EBU have produced a proposal fulfilling all these requirements,


	recommends


1	that for applications in networked production and post-production for Standard Definition Television, the Serial Data Transport Interface ( SDTI ) as annexed to this document should be used(Note) .











NOTE: Other transports, e.g. based on Fibre channel and ATM will be proposed, once these have been fully developed. They will complement the use of SDTI rather than replace it. An application document will be issued which will help to assign each of the transports to a particular production and post-production environment. 





____________________
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